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− Objective: select those items that provide the most accurate decisions

− Current methods: based on one point on the scale and are often not adaptive

(information is gathered throughout a larger part of the ability scale)

need to optimize at a combination of cut scores

multiple cut scores

the peak of the information function to be located at each of the cut scores?

item exposure (Sympson & Hetter, 1985)

content control (Van der Linden, 2005)

How to assemble a test?

• Computerized adaptive test (CAT) 

• Computerized classification testing (CCT)
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• The sequential probability ratio test (SPRT)
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• The sequential probability ratio test (SPRT)
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− ability below the cutting point if ( ҧ𝑥1)

− administer another item if ( ҧ𝑥2)

− ability above the cutting point if ( ҧ𝑥3)

How to stop?
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• The sequential probability ratio test (SPRT)

θc
μ1 μ2

-δ +δ

H0 H1

− ability below the cutting point if ( ҧ𝑥1)

− administer another item if ( ҧ𝑥2)

− ability above the cutting point if ( ҧ𝑥3)

How to stop?

shorter tests

less accurate decisions

overlapping 
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• Choosing an item selection method in conjunction with the SPRT

Spray and Reckase (1994) 

• maximizing information at the 
cutting score

• in shorter tests than does 
selecting items at the current 
ability estimate.

Thompson (2009)

• however, concluded that

• this method is not always 
the most efficient option. 

Wouda and Eggen (2009)

• with two cutting points

• maximization at the middle of 
the cutting points resulted in 
the most accurate and the 
longest tests. 

VS VS

four item selection methods were developed for this study and were compared with current methods

Multiple categories?

investigate the effect of the size of the indifference region 

consider content and exposure control 
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1. At the current ability estimate

• Based on Fisher information 

2. At the middle of the cutting points nearest to the current estimate 

3. At the cutting point located nearest to the ability estimate

(Vi denotes the set of items still available for administration)

෡𝜽
θc1 θc2

෡𝜽
θc1 θc2

at one point on the latent scale 

using the ability estimate

maximize information on all cutting points?
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1. Weighting Methods

• Combine several objectives into one objective function

− the weight for a specific cutting point increases if the ability estimate is closer to the cutting point

෡𝜽
θc1 θc2

0.5
1.5

e.g. max[
1

1.5
Ii(θc1) +

1

0.5
Ii(θc2)]

2. Goal Programming

− compute the sum of the information each available item can provide at each cutting point and at 

the current ability estimate (the item with the largest sum is selected)

e.g. max[w1Ii(θc1) + w2Ii(θc2) + w3Ii(
መ𝜃)]

(In this study, all weights were set equal)
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3. Global-Criterion Methods

− optimize all objectives separately and combine the results into one global criterion

Step1: optimize the objectives for each cutting point separately

Step2: calculating the sum of the information (global criterion) 

θc1 θc2 θc3 total

item 5 2 1 0.5 3.5

item 23 1 2 1 4

item 16 0.5 0.5 2 3

4. Maximin Methods

− maximize the minimum amount of information for each of the cut scores

➢ a lower boundary: should be low enough to ensure feasibility and high 

enough to ensure that the calculations do not consume unreasonable 

amounts of time

➢ the item was selected that maximized the boundary

item 6 0.5 0.5 0.5

item 4 0.9 0.3 0.4
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• Item Pools (2)

1. a Simulated Item Pool 2. the Mathematics Item Pool

− a ~ N(1.50, 0.50) with a > 0

− b ~ U(-3.00, 3.00)

− 1000 items were generated for the item pool

− maximum test length = 40 items

− 1000 examinees with θ ~ N(0.00, 1.00)

− cutting points:

2 (33th, 66th)

3 (25th, 50th, and 75th)

4 (20th, 40th, 60th, and 80th)

− δ = 0.1; α = β = 0.05

− തa = 3.09

− ത𝑏 = 0

− 250 items from a real test

− maximum test length = 40 items

− 1000 examinees with θ ~ N(0.294, 0.522)

− cutting points:

2 (-0.13, 0.33)

− δ = 0.1; α = β = 0.05

Study 1
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• Methods (8)

1. weighting methods (WM)

2. goal programming (GP) methods

3. global-criterion (GC) methods

4. maximin methods (MA)

1. maximizes information at the current ability estimate (AE)

2. at the middle of the nearest set of cutting points (MC)

3. at the nearest cutting point (NC)

4. random item selection (RA) 

• Evaluation indexes (2)

1. average test length (ATL)

2. classification accuracy was defined as the proportion of correct decisions (PCD)

The simulations were executed for the eight item selection methods and were replicated 100 times.

serve as a baseline 
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• Various Delta Values

1. a Simulated Item Pool 2. the Mathematics Item Pool

− a ~ N(1.50, 0.50) with a > 0

− b ~ U(-3.00, 3.00)

− 1000 items were generated for the item pool

− maximum test length = 40 items

− 1000 examinees with θ ~ N(0.00, 1.00)

− cutting points:

2 (33th, 66th)

3 (25th, 50th, and 75th)

4 (20th, 40th, 60th, and 80th)

− δ = 0.1; α = β = 0.05

− തa = 3.09

− ത𝑏 = 0

− 250 items from a real test

− maximum test length = 40 items

− 1000 examinees with θ ~ N(0.294, 0.522)

− cutting points:

2 (-0.13, 0.33)

− δ = 0.1; α = β = 0.05

δ ∈ (0.050, 0.400)

δ ∈ (0.025, 0.225)



Results 15

27 items
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• Content and Exposure Control

− Exposure control (E)

➢ When an item was selected, a random number g was drawn from the interval (0, 1).

➢ 16% of the items from subdomain mental arithmetic/estimation

➢ 20% from measuring/geometry

➢ the other items from the other domains in the curriculum 

− Content control (C)

➢ An examinee was presented a relatively easy item from the item pool

(54 items were denoted as easy items)

− Maximum test length = 25, δ = 0.10, α = β = 0.05

(the mathematics item pool)

For random item selection:

no content and exposure control 

was implemented

if g > 0.5,   administer

if not,         reject

− The first 3 items
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• currently available item & multiple objective methods

− use a multiple objective approach in the starting phase of the test and then 

switch to one of the currently available methods. 

• a simulated pool & the mathematics item pool 

− characteristics of the item pool, distribution of ability, settings of the classification 

method, and the number of cutting points all influence test length and accuracy

• indifference regions & content and exposure control 
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• different item pools

• different SPRT settings

• different examinee characteristics
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