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• Cognitive diagnostic assessment (CDA) 

reliability of diagnostic scores?

classification consistency and accuracy indices for CDA 

1. at the whole-pattern level 

2. difficult to calculateCui,

find a new method to estimate these indices to cater to any test, not only 

at the pattern level but also at the attribute level

:  Pc & Pa
(2012)

Gierl, & Chang 

criterion-referenced tests



Examinee Classification Methods for CDA 3

• Criterion-referenced test: score/ability

Version B

pass fail

Version A
pass p11 p10

fail p01 p00

− Classification Accuracy (CA)

observed

pass fail

true pass p11 p10

true fail p01 p00

− Classification Consistency (CC)

compute the expected probability of scoring in each category C: 
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• Cognitive diagnostic assessment: pattern/attribute

• Criterion-referenced test: score/ability

Version B

pass fail

Version A
pass p11 p10

fail p01 p00

− Classification Accuracy (CA)

observed

pass fail

true pass p11 p10

true fail p01 p00

− Classification Consistency (CC)

Version B

master otherwise

Version A
master p11 p10

otherwise p01 p00

− Classification Accuracy (CA)

observed

master otherwise

true master p11 p10

true otherwise p01 p00

− Classification Consistency (CC)

compute the expected probability of scoring in each category C: 

compute the attribute mastery probability: 



Examinee Classification Methods for CDA 5

• Objective: the probability that an examinee has (not) mastered the attribute k

• Under the assumption of local independence
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• Objective: the probability that an examinee has (not) mastered the attribute k

• Under the assumption of local independence

− maximum a posteriori (MAP) 

− marginal posterior probability (MPP) 

[Guo, 2006 Practical Assessment, Research and Evaluation]



Attribute- and Pattern-Level CA 7

• to flag the status of the examinee on attribute 

• Attribute-Level

:

:

− examinee (i = 1) 

− examinee (i = 2) 

−



Attribute- and Pattern-Level CA 8

• to flag the status of the examinee on attribute 

• Attribute-Level

:

:

• Pattern-Level

:

:

− MAP method



Attribute- and Pattern-Level CC 9

• Attribute-Level

:

• Pattern-Level

:

Version B

master otherwise

Version A
master p11 p10

otherwise p01 p00

− the marginal posterior probabilities of an attribute k 

being mastered on either test are identical



Relationships Among
the Variance of Error and Accuracy
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• the variance of error

−

− the Cauchy–Schwarz inequality



An Alternative Approach to Constructing 
Attribute-Level Indices
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Can Cui’s pattern-level indices be generalized to the attribute level? 

• Latent class Ch : is similar to an equivalent class of AMPs αc

• we want to know:

− when the Q-matrix of the test is a complete (or necessary and sufficient) Q-matrix:

− otherwise:

Ch :

− πh : all possible item response patterns that would be classified into Ch

c c• we have known:



An Alternative Approach to Constructing 
Attribute-Level Indices
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• Classification consistency

collapsing all H latent classes

(the relative frequency of AMP)

collapsing all AMPs

− when X1 and X2 belong to the same latent class

• Classification accuracy 

− true latent class: Ct

collapsing all AMPs

require the summation

over 2J item response patterns



An Alternative Approach to Constructing 
Attribute-Level Indices
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• Attribute-Level: 𝛼𝑘 =
0
1

• Classification consistency • Classification accuracy 

• Pattern-Level: α2

[0, 1, 0, 0, 1]

[0, 1, 0, 1, 0]

[α1, 1, α3, … , αk]

…

Ƹ𝑟𝛼𝑐1

Ƹ𝑟𝛼𝑐2

Ƹ𝑟𝛼𝑐𝑇

…



Simulation Study 14

1. How close does the classification accuracy match with the correct classification rate?

• Questions

2. How close does the classification consistency match with the test-retest consistency rate?

3. Are the new indices sensitive to changes in test discrimination power, test length, and so on?

4. How do the new indices perform compared with Cui’s indices? 
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• Simulation Design

− under the deterministic inputs, noisy “and” gate (DINA) model 

• Method

− total number of attributes (3):

3 with p=0.5; 5 with p=0.3; 8 with p=0.1825

− item discrimination power (2):

high: g & s ~ U(0.05, 0.25)

low: g & s ~ U(0.25, 0.45)

− test discrimination power (2): 

high: using the cognitive diagnostic index (CDI)

low:  using a random way (RD) 

− dependency among the attributes (2):

independent: 0

correlated: 0.5

− test length (4):

5 items, 10 items, 15 items, 20 items 



Simulation Study 16

• Evaluation Criteria: correct classification rate & test-retest consistency rate 

− Pattern correct classification rate (PCCR)

− Attribute correct classification rate (ACCR)

− Pattern test-retest consistency rate (PTRCR)

− Attribute test-retest consistency rate (ATRCR)

𝐶200
2 = 200 × (200 − 1)/2 
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• The average MADs across all attributes: .0239 .0236 .0225 .0619



Results 20



Discussion 21

• Provides useful estimates of CC and CA indices not only at 

the pattern level but also at the attribute level.

• The values of the new indices are easier to calculate. 



Further Research 22

• solve a practical problem in test development

• reexamined in a new context or with different groups

• construct their confidence intervals 

• be applied to different CDMs



THE Y I N G S H I  H U A N G
E N D

Thanks for listening!


