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• Computerized Adaptive Testing (CAT)

practical consideration: prevent items from being overexposed 

a-stratification method: divide the item bank into K strata

an appropriate K value 

− balance exposure control and measurement accuracy

− moderate-size fixed constant (K = 4)

the replenishment of item bank

− recreate every time

− it is more challenging in high-stakes tests

propose an alternate approach: continuous a-stratification 

no need to choose 
the number of strata
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• One-dimensional IRT model

• Method proceeds

1. Partition the item bank into K levels according to item a values;

2. Partition the test into K stages;

3. Jk items are administered from Stratum k  (J1 +J2 +…+Jk = J): e.g. match-b / MFI;

4. Repeat Step 3 from k = 1, 2, ... ,K.

strata1 strata2 strata K…

lowest a next lowest a highest a 
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• Two-dimensional IRT model

use some functions of aj for the stratification

Lee, Ip, & Fuh, 2008  EPM

− At an early stage: measure the average of θ

− As the test progresses: pinpoint the location of θ along each individual dimension

− θ1 and θ2 should be measurable to the same degree of precision

What we want to achieve:



a-Stratification 5

• Method proceeds

1. Partition the item bank into K levels according to item a values;

strata1 strata2 strata K…

smallest |a1 – a2| next smallest |a1 – a2| largest |a1 – a2| 

Lee, Ip, & Fuh, 2008  EPM

|a1 ≫ a2|  (or |a1 ≪ a2| )

|a1 – a2| ≈ 0

− mimics the behavior of |a| (equivalently a, because a > 0) in a unidimensional test

measure the average 

individual dimension
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• Method proceeds

1. Partition the item bank into K levels according to item a values;

2. Divide each level (except the first stratum) into two subsections:

sub-1(a1 > a2) & sub-2(a1 ≤ a2);

3. Partition the test into K stages;

4. Jk items are administered from Stratum k  (J1 +J2 +…+Jk = J ):

in the first stage: using some psychometric criterion

after the first stage: select Jk1 and Jk2 items from each subsection (Jk1 + Jk2 = Jk); 

5. Repeat Step 4 from k = 1, 2, ... ,K. And keep σ𝑘=2
𝐾 𝐽𝑘1 = σ𝑘=2

𝐾 𝐽𝑘2.

Lee, Ip, & Fuh, 2008  EPM

same degree of precision

− “match-b”:

− D-optimality:
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• Continuous a-stratification index (CAI)

− incorporate exposure control as one building block intrinsic to the index itself

− item (j ’ + 1) is selected to maximize the quantity:

− For the 1-DIM case

β > 0: determines the sensitivity of the discrepancy between j ’/J and a

find r(a) as close as possible to j ’/J 

✓ At the beginning of the test:

j ’/J is small →  item with smaller a

✓ As the test proceeds:

force a to be ascending

:
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• Continuous a-stratification index (CAI)

− For the 2-DIM case

𝒂′𝒂 is the so-called multidimensional a parameter 

− a second version

VS

Preliminary simulations: did not outperform in any of the test conditions
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• Item selection method

− CAI method (β = 2)

− a-stratification method (K = 4):

Maximizing Fisher information (1-DIM) or D-optimality (2-DIM) 

Match-b

− መ𝜃0: selecting randomly within the range -3.5 to 3.5
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• 1-DIM Study

➢ examinee abilities:

1. discrete uniform (DU) distribution:

→ from -3.2 to 3.2 by an increment of 0.4 (17 θ × 300 = 5,100)

2. normal(0,1) distribution: 5,100 examinees

➢ theta estimation: grid search (from -3.5 to 3.5, by 0.01)

➢ test length: 20 & 30 items

➢ item bank: 500 items

➢ a ~ U(0.0, 1.3)

➢ b ~ U(-1.3, 1.3)

➢ c ~ U(0.2, 0.3)

− Item pool structure

− Examinee generation

− Evaluation criteria

➢

➢

➢

2×2×3 = 12 total conditions
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• 2-DIM Study

− Item pool structure

➢ test length: 40 & 60 items

➢ item bank: 500 items

➢ a1 & a2 ~ U(0.0, 1.3)

➢ b ~ U(-1.3, 1.3)

➢ examinee abilities:

1. 2-DIM grid:

→ from -2 to 2 by an increment of 0.4 (11 θ1 × 11 θ2 × 50 = 6,050)

2. bivariate normal distribution: 6,050 examinees

− Examinee generation

➢ theta estimation: grid search (from -3.5 to 3.5, by 0.1)

low: ρ = 0.3; high: ρ = 0.7

− Evaluation criteria

➢

➢

➢

2×3×3 = 18 total conditions
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SMB

SMI

CAI
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SMB

SMI

CAI
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20 

items

30 

items
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SMB

SMI

CAI
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SMB

SMI

CAI
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40 

items

60 

items
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• The SMB method was shown to be the best by far in terms of 

item exposure control but yielded consistently high MSE.

• CAI was similar to or better than that of SMI in terms of bias and MSE 

while producing smaller 𝜒2 values.

• The manner in which the test is started may affect the performance of 

each method.
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• Only one value was examined for β & only one item bank was simulated for 

each study & the number of strata was fixed at 4.

• An advantage of the CAI method that may not be readily apparent is its 

ability to be extended to more than two dimensions. 

• CAI could be combined with a method of maximum exposure control to 

limit the maximum item exposure rate. 

• Relax the fact that CAI always forces the discrimination parameters 

of the selected items to be strictly ascending.
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• the maximum item exposure rate: commonly set to 0.2

20 

items

30 

items

Purpose: combine the CAI method with item exposure control methods to limit 

item exposure
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• the maximum item exposure rate: commonly set to 0.2

20 

items

30 

items

3.8 %

8.6 %

6.9 %

12.7 %

5.6 %

12.3 %

Purpose: combine the CAI method with item exposure control methods to limit 

item exposure
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• three modified CAI methods: 

− CAI + exposure

− CAI + freeze

− CAI + SHOF
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• three modified CAI methods: 

− CAI + exposure

− CAI + freeze

− CAI + SHOF

➢ maximum priority index 

=
1

0.2
(0.2 −

examinees have seen item i

examinees have taken the CAT
)
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• three modified CAI methods: 

− CAI + exposure

− CAI + freeze

− CAI + SHOF

➢ maximum priority index 

=
1

0.2
(0.2 −

examinees have seen item i

examinees have taken the CAT
)

➢ freeze control 

if reach 𝛾𝑚𝑎𝑥,

not included temporarily

make popular items appear 
in a predictable sequence:
1, 6, 11, 16, … 
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• three modified CAI methods: 

− CAI + exposure

− CAI + freeze

− CAI + SHOF

➢ The Sympson and Hetter online procedure with freeze (SHOF)

→ the probability that an item is ‘selected’ 

→ the probability that an item is actually ‘administered’ 

to adjust p(S) such that p(A) is less than or equal to rmax

a random number is less than p(A|S): administer

otherwise: select next item
a series of iterative simulations is 

needed to find stabilized p(A|S)
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➢ The Sympson and Hetter online procedure with freeze (SHOF)

Chen, Lei, & Liao, 2008  BJMSP

How to update p(A|S) sequentially during the test?

Step 1. Set the initial p(A|S) = 1 for all items in the item pool.

Step 2. Administer CATs to the jth examinee as in the SH procedure.

Step 3. Find p(S) and p(A) for each item by computing the proportion of times an item

has been selected and administered, respectively.

Step 4. Update p(A|S) for each item based on p(S) and p(A) as follows:

Step 5. Repeat step 2 until CATs have been administered to all examinees.

CAI + SHOF
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• Item selection method

− CAI method (β = 2)

− a-stratification method (K = 4):

SMI: Maximizing Fisher information & SMB: Match-b

− three modified CAI methods: CAI + exposure, CAI + freeze, and CAI + SHOF

− examinee abilities:

normal(0,1) distribution: 5,100 examinees

− theta estimation:

maximum likelihood estimator (MLE)

− test length: 20 & 30 items

− item bank: 500 items

− a ~ U(0.0, 1.3)

− b ~ U(-1.3, 1.3)

− c ~ U(0.2, 0.3)

• Item pool structure • Examinee generation
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• Evaluation Criteria

− measurement precision − exposure control 

➢

➢

➢

➢

➢
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• CAI + exposure method showed great potential for monitoring item 

exposure; however, it did not have the best measurement precision.

• Satisfy all the constraints simultaneously during item selection.

• The idea of the modified CAI methods can easily be extended to 

multidimensional contexts for item selection.

• The efficiency of item selection methods with different item exposure 

methods or test overlap methods. 
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