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Introduction

− provide collateral information for the estimation of ability

− shed further light on the cognitive processes that led to the observed response

How to model RT and RA data 
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• The benefit of considering RT

• The assumption of independence 

− standard IRT models: given the ability → the RA on different items

− the lognormal model:  given the speed → the RT of different items



Introduction 3

• When considering both RA and RT data

How for each item RT & RA are related

− RA model:

− RT model:



Introduction 4

• Residual associations between RA and RT

− speed up during the test

− a temporary lapse in concentration

− change problem solving strategies

− …

How to extend the hierarchical modeling framework for RT and RA

to allow for conditional dependence (CD) between the outcome variables?



Introduction 5

• Conditional Dependence (CD)

1. a bivariate distribution with a nonzero dependence parameter;

2. a marginal distribution of RA and a conditional distribution of RT given RA;

3. a marginal distribution of RT and a conditional distribution of RA given RT.



Introduction 6

1. A bivariate distribution with a nonzero dependence parameter

2. A marginal distribution of RA and a conditional distribution of RT given RA

van der Linden and Glas (2010):

separate time intensity parameters for the correct and incorrect responses 

varies across items



Introduction 7

3. A marginal distribution of RT and a conditional distribution of RA given RT

depend on whether the response is relatively fast or slow

improve the model for response accuracy

investigate the differences in response processes of fast vs slow responses 

Purpose: model the effects of the relative speed of a response on the 

parameters of the ICC



Motivating Example 8

Why did we choose to model the effect of speed?

How can we get a better model?

• Source: the Major Field Test for the Bachelor’s Degree in Business

• Time limit: one hour

(the average time used by the respondents = 42 minutes)

• The original sample: 1000 persons to 60 items

11 items were removed due to low item-rest score correlations (<0.1)



Motivating Example 9

• To test the assumption of conditional independence:

− The approach two:

van der Linden & Glas, 2010 PSYCHOMETRIKA

− The hierarchical model:

test against (the Lagrange Multiplier test)



Motivating Example 10

0.05 may pick up a different type of 

conditional independence
(Bolsinova & Tijmstra, 2016)



Motivating Example 11

Which way conditional independence is violated?

can it be observed under the hierarchical model?

(conditional independence)

• difficulty & discriminatory power between the slow and the fast responses 

• simple classical test theory statistics 

− difficulty: − discriminatory power (item-rest correlation):



Motivating Example 12

• Posterior predictive check

1. calculated for the observed data and for the hierarchical model

(G replicated data sets: draws from the posterior distribution)

2. p-value: 

3. p-values close to 0 or close to 1: not likely under the model



Motivating Example 13

the proportion of correct responses the item-rest correlations 



Motivating Example 14

the proportion of correct responses the item-rest correlations 

Whether the extension of the hierarchical model can 

fully explain the observed deviation?



Motivating Example 15

the proportion of correct responses the item-rest correlations 



Motivating Example 16

the proportion of correct responses the item-rest correlations 

only an improvement of 

difficulty

only allows for a shift in 

the mean



Model Specification 17

• The goal:

1. avoid a loss of information: use a continuous measure

2. consider the effect on both difficulty and discriminatory power

the difference between tpi and the expected response time 

for the first target:

for the second target:

a time-related covariate 



Model Specification 18

• The new model for response accuracy:

𝑓 𝑥𝑖 𝑡𝑖 , 𝜃, 𝜏 =
exp 𝛼0𝑖𝛼1𝑖

𝑧𝑝𝑖𝜃 + 𝛽0𝑖 + 𝛽1𝑖𝑧𝑝𝑖

1 + exp 𝛼0𝑖𝛼1𝑖
𝑧𝑝𝑖𝜃 + 𝛽0𝑖 + 𝛽1𝑖𝑧𝑝𝑖

− You can define your own constrained models:

✓ equal α1i and equal β1i for all items

✓ equal α1i but varying β1i

✓ equal β1i but varying α1i (Ranger & Ortner, 2012) 



Estimation 19

• sampling from the joint posterior distribution

− (Posterior)∼ (Prior) (Likelihood)

✓ point estimate: averages of the sampled values

✓ 95% credible interval: the 2.5% and 97.5% percentiles of the sampled values 
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Estimation 23
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Estimation 24

• Metropolis–Hastings algorithm within Gibbs sampler

[Chib, 2001 Handbook of Econometrics]

Step 1: speed parameter 

✓ candidate value drawn from 

✓ acceptance ratio 

− Metropolis–Hastings algorithm 

Is it the high density area of 

my target distribution?



Estimation 25

• Metropolis–Hastings algorithm within Gibbs sampler

[Chib, 2001 Handbook of Econometrics]

Step 1: speed parameter 

Step 2: time intensity parameter 

.

.

.

Step 9: re-scale model parameters



Model Selection and Goodness-of-Fit 26

• To select the best model:

− the deviance information criterion [DIC]

1. for each iteration in Gibbs sampling:

2. for the posterior mean:

3. the number of effective parameters: 



Model Selection and Goodness-of-Fit 27

• To evaluate the absolute fit:

− for the global discrepancy measure (the log-likelihood)

✓computer for the observed data

✓computer for a replicated dataset simulated under the model

p value: the proportion of samples in which observed data are less likely under

the model than the replicated data

small p value: the data are unlikely under the model

− Posterior predictive checks: D1i and D2i statistics 



Which model is the best fitted model? 28

• Fitted Models

• Convergence

− ෠𝑅-statistic: the hyper-parameters

− the multivariate scale reduction factor: overall all fitted models were smaller than 1.1

exp 𝛼0𝑖𝛼1𝑖
𝑧𝑝𝑖

𝜃 + 𝛽0𝑖 + 𝛽1𝑖𝑧𝑝𝑖

1 + exp 𝛼0𝑖𝛼1𝑖
𝑧𝑝𝑖
𝜃 + 𝛽0𝑖 + 𝛽1𝑖𝑧𝑝𝑖



Which model is the best fitted model? 29

• Model Selection



How about its goodness-of-fit? 30

• for the global discrepancy measure

− posterior predictive p = 0.35

providing support for the general fit 



How about its goodness-of-fit? 31

• for the posterior predictive p values

the proportion of correct responses the item-rest correlations 



What kind of effect of residual RT? 32

ෝ𝜶𝒊𝟏

෡𝜷𝒊𝟏



What kind of differences between fast and slow? 33

intercepts slopes



Go further… 34



The role of baseline intercept 35



Go further… 36

after conditioning on β0i: 0.47

0.33 

[0.06, 0.57]

0.19 

[-0.10, 0.48]



The impact of the RT outliers? 37

• full model with zpi as a covariate without possible outliers 

− outliers: z-scores below the 0.1-th quantile or above the 99.9-th quantile

− 514 responses out of the total of 49,000 responses

• effect of the removal:

− standard deviation of τ: from 0.33[0.31, 0.34] to 0.28[0.27, 0.29]

− the correlation between τ and θ: from −0.09[−.16, −.02] to −0.02[−.09, .05]



The impact of the RT outliers? 38

• for the item hyper-parameters



Simulation study 39

• use the estimates of the item and the person hyper-parameters

How parameter recovery is affected by a decrease in sample size

and number of items?

− N = 1000, n = 49 &  N = 1000, n = 25;

− N = 500,   n = 49  &  N = 500,   n = 25;

100 datasets (full model with zpi as a covariate)

• Gibbs Sampler:

− one chain of 10,000 iterations (including 5000 iterations of burn-in)



Results 40



Discussion 41

• model fit:

− negative correlation between the baseline item intercept and the effect of the residual 

response time on the intercept

− for difficult items: slow responses increase the probability of a correct response

− for easy items: slow responses decrease the probability of the correct response

• the negative effect on the item slope :

− contradict the ‘worst performance rule’: slow responses contain the most information

− the rule may only apply to the difficult items

− the more time persons take the more diverse strategies they may use



Limitations 42

• the correlation between ability and speed:

− strong and negative

− or strong and positive
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